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Lyapunov's classical First Method is developed for strongly non-linear systems. Techniques for "truncating" strongly non-linear 
systems that possess a well-defined group of symmetries are described. Given such a group, it is possible, under fairly general 
assumptions, to determine, by purely algebraic methods, particular solutions of the truncated systems with prescribed asymptotic 
expansions. It is sho~m that these solutions can be extended to solutions of the full system by using certain series. Sufficient 
conditions for the existence of parametric families of solutions of the full system that possess certain asymptotic properties are 
also derived. The theory is illustrated by a wide range of examples. A new proof is given of one of the inversions of the 
Lagrange-Dirichlet theorem on the stability of equilibrium. It is shown that the method developed here may also be used to 
construct collision trajectories in problems of celestial mechanics in real time. © 1996 Elsevier Science Ltd. All rights reserved. 

1. I N T R O D U C T I O N  

We shall consider a certain dynamical system, described by a vector differential equation with infinitely 
a differentiable right-hand side, for which the origin x = 0 is a position of equilibrium 

x ' f f i x ) ,  frO)=O, x e  R" (1.1) 

Using Lyapumw's First Method [1], one can constructively find families of solutions of system (1.1) 
that "touch" the position of equilibrium x = 0. The behaviour pattern of the corresponding trajectories 
implies several qualitative conclusions regarding the structure of the phase portrait of the system in 
the neighbourhaad of the equilibrium position. In particular, if there are trajectories "leaving" the 
position of equilibrium, the latter is unstable. 

Let A = df(0) be the Jacobian of the vector field f(x) evaluated at the position of equilibrium x = 0. 
If the characteristic equation det (A - LE) has p roots 7 q , . . . ,  k 7 with negative (positive) real part, 
system (1.1) has a p-parameter family of particular solutions that tend to the origin as t ~ +oo 
(t ---> --oo). These solutions may be expressed as series that converge for t > 0 (t < 0) 

x(t)= Y~ xj,...a, (t)exp((jtkl+...+jp~.p)t ) 
jl,...,j p ~O 

(1.2) 

where jl  + . . .  + jp >~ 1, the coefficients xh, ,j~(t) depend on t as polynomials and containp arbitrary 
parameters whose numerical values must be small enough if the series (1.2) is to converge. Under these 
conditions the first partial sum of (1.2) is a linear combination of particular solutions of the "truncated" 
linear system 

x" = Ax (1.3) 

the other coefficients ~1 ..... #(t) being determined recurrently. 
It should be noted that foi'mula (1.2) generally represents complex solutions of system (1.1). If the 

goal is to find real solutions, the appropriate series will look much more complicated. 
Lyapunov's Fhst Method in the classical, "quasi-linear" setting actually comprises three main steps: 
1. single out a truncated (linear) system (1.3); 
2. find some family of particular solutions of the truncated system; 
3. complete the solutions of the truncated system found in the previous step to solutions of the full 

system by expressing the latter as series. 

~Prikl. Mat. Mekh. Vol. 60, No. 1, pp. 10-22, 1996. 
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In the theory of dynamical systems, a system is usually said to be strongly non-linear if the behaviour 
of one of its fixed points is not determined solely by the properties of a linearization of the corresponding 
vector field in the neighbourhood of the fixed point. For example, according to this terminology, systems 
that have what are known as asymptotic trajectories, i.e. trajectories that tend to a position of equilibrium 
as t --> +oo ( t ---> --oo), but not exponentially, must be considered under the heading of strongly non- 
linear systems. The next problem is to find sufficient conditions for the existence and constructive 
determination of such trajectories. 

Below we shall consider only the "supercritical" case, in which the matrix A of the linear approximating 
system has only zero roots. At first glance this might seem to be a very special situation in the great 
multitude of known critical cases. However, it can be shown that any critical case can be reduced to 
this "hyper-degenerate" situation. 

Indeed, let us decompose the phase space R n of the system as a direct sum of invariant subspaces of A 

R" = E ~s) ~ E~") ~ ~c)  

(s stands for "stable", u for "unstable," and c for "centre"), so that the spectrum of the restriction A (s) = Act,) 
lies in the open left half-plane, the spectrum of A (c) = A#u) in the right open half-plane and the spectrum of 
A (c) = Ague) on the imaginary axis. 

If the subspace E (c) is of non-zero dimension, system (1.1) has a non-trivial invariant manifold, called a central 
manifold, tangent to E (c), such that the matrix of the linear part of the vector field representing the reduction of 
dynamical system of the central manifold is A (c) [2]. Therefore, in order to seek non-exponential asymptotic solutions, 
one need only consider the system on the central manifold, and it may be assumed without loss of generality that 
all the roots of the linear approximating system (1.3) are purely imaginary. 

The next step is to reduce the system to Poincar6 normal form [3]. Let us transform system (1.1) by applying 
the transformation x ~ y, expressed as formal power series, preserving the linear part. The matrix A of the linear 
approximation may be expressed as A = D + J, where D is the diagonalizable part and J is similar to a Jordan 
matrix with zeros along the diagonal. System (1.1) now has the appearance 

y" = Dy + g(y) (1.4) 

where g(y) = Jy + . . . .  the dots representing all the non-linear terms. 

Definition 1. We shall say that system (1.4) has Poincar6 normal form if the following formal identity holds 

exp(Dt)g(y) --- g(exp(Dt)y) 

The Poincar6-Dulac theorem [3] states that any system may be reduced to Poincar6 normal form. Consequently, 
the linear non-autonomous substitution z = exp(Dt)y reduces (1.4) to the system 

z . =  g(z) (1.5) 

whose linear part is nilpotent. 
Strictly speaking, the relation between non-exponential asymptotic solutions of system (1.5) and the solutions of 

the initial system (1.1) needs additional justification, since the normalizing transformation may diverge. Without going 
into details, we merely note that a proof may be based on the abstract implicit function theorem, as was one in [4]. 

Thus, our main goal is to look for asymptotic solutions of non-exponential type for systems of 
differential equations (X.l) with nilpotent linear part. We shall solve an even more general problem. 
Let  the vector field f(x) be such that its components f 1, . . . , j  may be expressed as formal (finite or 
infinite) power series 

f J  =.  y~. f J...~, (x l)i, ... (x n )in (1.6) 
I1,...,~t 

where the indices il . . . . .  in are non-negative integers. At this stage we shall not even assume that x = 
0 is an equilibrium position of the initial system. We shall find sufficient conditions for such systems to 
have particular solutions whose components have a generalized power-type asymptotic behaviour either 
as t ---> -+0 or as t --> _+oo (in the first case, since the system is autonomous, any finite number may be 
substituted for zero). In this situation, it may not be sufficient to require the functions on the right of  
(1.1) to be smooth in only a small neighbourhood of x = 0. We shall therefore assume throughout, 
without further mention, that these functions are all infinitely differential in that region of space where 
the required solutions are hypothetically defined. 
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To carry out the above task we shall use the three-step scenario of Lyapunov's First Method as 
described above. 

2. E L E C T I O N  OF A M O D E L  T R U N C A T E D  S Y S T E M  

At this step we shall single out from system (1.1) some simpler subsystem which in a certain sense 
reproduces the fo;rmer's properties. The "simplicity" of the truncated or, as it is also called, model system 
means that it possesses certain symmetry properties that enable one to find particular solutions in explicit 
form. 

If the matrix of the linear appro~drnation were the zero matrix, the most natural way to "truncate" the system 
would be to retain the terms of the first non-trivial order, i.e. to pick out a homogeneous subsystem. Unfortunately, 
it is far from certain that this approach will produce desirable results. In the "strongly non-linear" theory one also 
uses "quasi-homogeneous" systems as truncated systems. These systems possess a symmetry group of quasi- 
homogeneous dilatations, which are singled out from the full system by using Newton polygons of the indices of 
the expansions (1.6) [5, 6]. 

Let us generalize the concepts and definitions of [5, 6]. Consider a linear system of differential 
equations of Fuchsian type 

dx dt 
Ix ~'~= Gx, IX ~-~= - t  (2.1) 

where IX is a real parameter and G is a real (not necessarily diagonal) matrix whose flow will be denoted 
a s  

X ~ IXGx, t ~ Ix-It (2.2) 

Definition 2. A vector field f(x) = fq(x) is said to be quasi-homogeneous if the corresponding system 
of differential equations is invariant under the action of the phase flow (2.2) of the Fuchsian system (2.2). 

Below we shall assign a quasi-homogeneity subscript q to the right-hand sides of quasi-homogeneous 
systems. In a few cases we shall use this term for a certain generalization of the "degree" of quasi- 
homogeneity. 

If G is a diagonal matrix and its elements are positive rational numbers, Definition 2 is essentially 
the same as the st~mdard definition of a quasi-homogeneous system [5, 6]. The need to consider systems 
(2.1) with non-diagonal matrices G will be demonstrated later by specific examples. 

We will examine the question of the type of systems for which quasi-homogeneous systems 

x '=  fq(X) (2.3) 

may be used as model systems. 

Definition 3. A system of equations (1.1) is said to be semiquasi-homogeneous if the flow (2.2) 
transforms its right-hand side to 

x '=  fq(X) + f *(x, IX) (2.4) 

where fq(x) is some quasi-homogeneous vector field and f*(x, ~t) is a formal power series in IX~, 
15 e R\{0} without a free term. If I] > 0, system (1.1) will be called positively semiquasi-homogeneous; 
it will be called negatively semiquasi-homogeneous if I~ is negative. 

Anticipating, we note that if a system is positively semiquasi-homogeneous, one should look for 
particular solutions that possess generalized power-type asymptotic behaviour as t ---> __.**; if it is 
negatively semiquasi-homogeneous, one should investigate the asymptotic behaviour of the solutions 
as t ---> --_0. Negatively semiquasi-homogeneous systems generally have only a finite number of terms 
in the expansion (1.6), that is, they are polynomial systems. 

Let us consider two simple examples. 

Example 1. The system of equations 
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x" = y,  y" = ax  2 

is quasi-homogeneous relative to the flow (2.2) of the Fuchsian system (2.1) with matrix G = diag (2, 3). On the 
other hand, any system of the form 

x. = y + X(x ,  y),  y" = ax2 + Y(x,  y) 

where X(0, 0) = Y(0, 0) = 0, X, Y contain no linear terms and in addition Y contains no quadratic terms in x, is 
semiquasi-homogeneous. 

E x a m p l e  2. The system of equations 

x. = (x 2 + y 2 ) ( a x -  by), y. = (x 2 + y2)(ay + bx) 

is of course homogeneous of degree 3. On the other hand, it remains invariant under the action of phase flows of 
the following family of Fuchsian systems of equations 

ladx/dlx = l /2x + By, lady/do. = l /2y - fix, tadtldla = - t  

Hence it is quasi-homogeneous in the sense of definition 2. Furthermore, any system of the form 

x' = (p +f(p))(ax- by), y" = (p +j~p))(ay + bx) 

where p = x 2 + y2 andf(p) = o(p) as p ---> 0, is semi-quasi homogeneous. 
Thus, in order to find all non-trivial truncations of the initial system (1.1), one must determine a family of matrices 

G such that the system takes the form (2.4) under the action of the flow (2.2). 

3. P A R T I C U L A R  S O L U T I O N S  OF T H E  M O D E L  SYSTEMS 

Since system (2.3) is quasi-homogeneous, under fairly general conditions it has a particular solution 
that is a "quasi-homogeneous ray" 

xV(t) = (yt)-Cxr0 (3.1) 

where 7 = + 1 and x~ is a constant real vector. Later we shall make this notion of "fairly general 
conditions" more specific. 

If (2.3) has a particular solution of the form (3.1), the vector xV0 must satisfy the following algebraic 
system of equations 

-yGxo v = fq(xo~ ) (3.2) 

The vector x~ will be called an eigenvector of the quasi-homogeneous vector field fq(X) generated by 
the quasi-homogeneous structure of G. The particular solution (3.1) of the truncated system (2.3) 
corresponds to an exponential particular solution of the linear system, whose existence follows from 
the existence of a particular solution of the full system with exponential asymptotic behaviour. 

In the Lyapunov case, the determination of eigenvectors reduces to a standard problem of linear 
algebra. In this non-linear case, however, the search for eigenvectors may be far from easy. Nonetheless, 
in some cases their existence follows from fairly simple geometrical considerations. 

Assume that G is non-singular. Definition 2 immediately implies the identity 

fq(tte'x) = ~te,+Efq(x) (3.3) 

We shall seek x[ in the form 

x~  = ~taev 

where !1 is a positive number and eve ~ '  II evil = 1 is a certain unit vector. 
Equation (3.2) then becomes 

G-ifq(er) = -,#t-leV (3.4) 
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Let x = 0 be the unique critical point of  the quasi-homogeneous vector field fq(X). Consider the 
Gaussian mapping 

F(p)= G-ifq(P) p ~ S  n-i 

of the sphere S n-I into itself. 
The following lemma is a quasi-homogeneous analogue of  propositions formulated in [4, 7]. 

(3.5) 

Lemma 1. Let x = 0 be the unique critical point of a quasi-homogeneous vector field fq: R ~ ~ ~ .  
1. If the degree of the Gaussian mapping F is even, then fq has eigenvectors with both positive and 

negative eigenvalues T. 
2. If the phase space is of odd dimension n, then fq has at least one eigenvector with either positive 

or negative eigenualue. 

Proof. The first statement is based on a weft-known topological result [8], according to which a Gaussian mapping 
of the sphere into itself of degree other than (-1) a, where d is the dimension of the sphere, always has a fixed point. 
Applying this result to the mapping -F, we see that F also has an antipodal point. Consequently, unit vectors e + 
and e- exist for which equality (3.4) holds with 

In order to prove part 2, it will suffice to consider the tangent vector field 

v(p) = G-Ifq(p)-  (G-lfq(p),p)p, p e S n-l 

on a sphere S ~-1 of  even dimension (throughout, the symbol ( . , . )  denotes the standard scalar product 
in ~ ) ,  on which no smooth vector field exists without zeros [8]. Hence a vector e ~  R n exists such that 
(3.4) holds with 

', T -- -sign(G-'fq (e~), C ) 

As the vector G-lfq(C) is parallel to e ~ and x = 0 is the unique critical point of the vector field fq, it 
follows that tt -1 ~ 0. 

We shall now discuss the question of why it is necessary to consider semiquasi-homogeneous systems 
whose quasi-homogeneous structure is defined by a non-diagonal matrix G. 

Suppose that system (1.1) was obtained by reducing an initial system to a central manifold, converting 
it to Poincard fonxb and dropping those of the linear terms that correspond to the diagonalizable 
component  D of matrix A, all of whose eigenvalues lie on the imaginary axis. Suppose that system (1.1) 
is semiquasi-homogeneous relative to the quasi-homogeneous structure generated by some matrix G. 

Lemma 2. Let tile matrices D and G commute, i.e. DG = GD. Then, under the above assumptions, 
system (1.1) is semiquasi-homogeneous relative to the family of quasi-homogeneous structures 
generated by the tarnily of matrices G8 = G + 5D, where 5 is the parameter of the family, with the 
same truncation. 

Proof. It is obvious that the fight-hand sides of (1.1) admit of formal expansions as series of"quasi-homogeneous 
forms" 

fix)= Z fq÷x.(x) 
m=O 

The following identities, which are generalizations of (3.3), hold 

fq+xm (~tGx) = ~tG+(l+i~n)Efq+xra (X), X = sign 13 .(3.6) 

Using the definition of Poincard normal form and the commuting property of D and G, and putting ~t = e t/~, we 
obtain 
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f(IA G8 X) = f(exp(Dt)BGx) = exp(Dt)f(~ax) = Ix ~iD+{3+E ~ la~fq+xm (x) 
m=0 

as required. 

Suppose that, for simplicity, the truncated model system (2.30) is homogeneous of degree q/> 2. On 
the other hand, this system is quasi-homogeneous relative to the flow (2.2) of a Fuchsian system (2.1) 
with matrix G~. The investigation of this structure is dictated by the following considerations. The 
truncated homogeneous system may not have real particular solutions in the form of a straight ray 

x'~(t) = (Tt)-13x~ 

However, for some non-zero 8 it may have real solutions in the form of a "twisted" ray 

x~'(t) = (~t)-I~(~t)-~nx ~0 

This is the situation, for example, in Hamiltonian systems with resonances of even degrees [9]. 

4. C O N S T R U C T I O N  OF P A R T I C U L A R  S O L U T I O N S  OF T H E  F U L L  
S Y S T E M  

We shall show that, as in the quasi-linear case, the scenario of Lyapunov's First Method enables us 
to complete particular solutions (3.1) of the truncated system to solutions of the full system, as certain 
series. 

We formally express the solution of Eqs (1.1) as a series 

x(t) = (Tt) -a  ~, xk(ln(~t))(Tt) -kl~ (4.1) 
k=0 

where the coefficients xk are polynomial vector-functions. 
To prove that a formal particular solutions of this kind exists, we change the dependent and indepen- 

dent variables in (1.1), using identity (3.6) 

x(t) = (~)-~y(Tt), s = (Tt)~ 

as a result of which the initial system (1.1) becomes 

- ~ s y ' =  ~Gy+ Y~ smfq+z,~(y) (4.2) 
m=O 

where the prime denotes differentiation with respect to the new independent variable s. 
The formal solution of system (4.2) then becomes a series 

y(s)= ~, xk ( - )~ lns ) s  k (4.3) 
k=0 

We now substitute (4.3) into (4.2) and equate the coefficients ofs  k. Assuming that the zeroth coefficient 
x0 is a constant and putting k = 0, we obtain precisely Eq. (3.2). Hence the fact that the model system 
has a particular solution of type (3.1) guarantees that one can determine the zeroth coefficient in 
expansion (4.1). For higher values of k one has the following systems of equations 

•dxk - K~x k -- ~ t (x0  ..... xk_ I ) (4.4) 

where ~k are certain polynomial vector-valued functions of their arguments, % =-13-1in s = In (~t), the 
matrix I ~  = k ~ E  + K, and 

K = TG + dfq(Xor) 

is the so-called Kovalevskaya matrix [10]. 

(4.5) 
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If one assumes that all the coefficients up to the kth have been found and are polynomials in x, then 
~k are certain known polynomials in x. The resulting system (4.4) may be regarded as a system of ordinary 
differential equations with constant coefficients and a polynomial right-hand side which, as is well known, 
always has a parti,mlar solution xk(~) which is a polynomial of degree Ark + Sk, where Nk is the degree 
of ~k as a polynomial in "r and Sk is the multiplicity of zero in the sequence of eigenvalues of I~. Thus, 
all the coefficient:~ of the series (4.3) may be determined by induction. The formal construction of a 
partial asymptotic solution of (1.1) in the form (4.1) is thus complete. 

Note that in the positively semiquasi-homogeneous case (13 > 0) the logarithms in expansions (4.1) 
cannot generally be eliminated. Using the technique of [10], it can be shown that -) '  is always an 
eigenvalue of the Kovalevskaya matrix (4.5). In specific applications 13 = 1/(q - 1), where q I> 2 is the 
generalized degree of quasi-homogeneity; hence the matrix Kq_I is always singular, so that logarithms 
will always appear in the general case. 

The next step slhould be to prove the existence of an infinitely differentiable particular solution of 
system (1.1) for which (4.1) is an asymptotic expansion. In various situations this can be done either 
by relying on results of [11] or can be proved directly by the technique of [4]. 

We have thus proved the following theorem. 

Theorem 1. Let system (1.1) be semiquasi-homogeneous and suppose a vector x~ ~ R", x~ ;~ 0 and 
a number ? = _ 1 exist such that (3.2) hold_~ Then system (1.1) has a particular solution, the leading 
term of whose asymptotic expansion is (~t) x~ as t x ~ ? x oo, where ~ = sign 13 is the "sign of quasi- 
homogeneity". 

We will now make a few characteristic observations that demonstrate the similarity of the above 
method to the cla~;sical version of Lyapunov's First Method. Applying the time change x = In (~t) in 
(4.1), one actually obtains exponential series with coefficients that are polynomials in x, that is, those 
used in Lyapunov's First Method. Logarithmic time is thus natural for strongly non-linear systems. 

Using Lyapunov's First Method one can establish the existence of not only one particular solution 
but of a whole family of solutions that exponentially approach the position of equilibrium. We will 
formulate the analogous result for strongly non-linear systems. 

Theorem 2. Suppose that all the conditions of Theorem 1 are satisfied and thatp  eigenvalues of the 
Kovalevskaya matrix K have real parts with the same sign as that of the quantity --TZ; the real parts of 
the other eigenvalues either vanish or have the opposite sign. Then system (1.1) has ap-parameter family 
of particular solutions of the form 

x(c, t) = (yt)-~(x0 v + o(1)) as tx ~ q( × o. 

where c e ~'[c] is a parameter vector. 

The proof is basedl on the reduction of system (1.1) to quasi-linear form. Indeed, after the substitution 

x(t) = (yt) -G (x0 v + n(~)), x = ln('ft) 

system (3.2) may be lrewritten as 

du 
7"~- = Ku+~(u)+~(u ,~ )  (4.6) 

The vector functions ~b and Ohave the following properties: d~(0) = 0, dO(O) = 0, and the function ~ may be 
expressed as a power series in e -p~ without free term, so that O(u, X × oo) _-- 0. 

Consequently, in c,rder to prove the above statement one can use the technique of [12], i.e. reduce (4.6) to a 
system of integral equations and use the principle of contractive mappings. 

The actual form of the families of solutions mentioned in Theorem 2 is rather complicated, especially 
if one is interested in real solutions only; we shall therefore not present it here. 

5. E X A M P L E :  I N V E R S I O N  OF THE L A G R A N G E - D I R I C H L E T  
T H E O R E M  

We will show how the method described above may be used to prove one of the known inversions 
of the Lagrange-Dirichlet stability theorem [13, 14]. 
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Consider the motion of a mechanical system described by a Hamiltonian system of equations 

OH ~H 
p" - 3q q ~P (p,q) e R" x R" (5.1) 

where the Hamiltonian is the sum of the kinetic and potential energies, H = T + U 

T = ~(K(q)p ,p ) ,  U = U(q) 

Suppose that the potential energy and the components of the kinetic energy matrix are infinitely 
differentiable functions in the neighbourhood of the origin q = 0, where the latter is a position 
of equilibrium (dU(O)  -- 0). We may also assume without loss of generality that U(0) = 0 and 
K(0) = E. 

Suppose that the Maclaurin expansion of the potential energy begins with terms of order q + 1, 
q ~> 2. Then the system of equations (5.1) is semiquasi-homogeneous relative to the structure defined 
by the matrix 

(} = diag((q + 1)6 ..... (q + 1)1~, 26 ..... 26), 6 = 1/(q - l) 

The truncated system is 

P ' - - -  (q), q = P  (5.2) 
~q 

If the first non-trivial form Uq+l in the expansion of the potential energy does not have a minimum, 
then the model system (5.2) has a particular solution that is a quasi-homogeneous ray 

p+(t) = -26cr-(q+l)l~, q+(t) = ct-26, c ~ [R n 

where the vector e is parallel to a unit vector which minimizes the homogeneous form Uq+ 1 o n  the unit 
sphere about zero. 

Consequently, the full system (5.1) has a particular solution (p(t), q ( t ) )  ~ (0, O) as t --> +o., whence 
it follows, since (5.1) is invertible, that the equilibrium position is unstable. 

6. E X A M P L E :  E X T E N S I O N  OF T H E  LYAPUNOV C R I T E R I O N  

We shall now derive sufficient conditions for instability of the position of equilibrium of system of 
differential equations whose linear part is a Jordan block of dimension greater than two with zero 
diagonal. An exhaustive criterion for instability in the two-dimensional case was found by Lyapunov 
[11. 

We will write the system of equations being investigated as 

xj. = x i÷l+ .... i=  1 ..... n -  1; xn =axe+.. .  (6.1) 

where the dots stand for the non-linear terms, from which the monomial ~ has been singled out. It 
is easy to see that the system is quasi-homogeneous relative to the structure defined by the diagonal 
matrix 

G = diag(n, n + 1 ..... 2n - 1) 

It can be shown that system (6.1) is positively semiquasi-homogeneous (Z = + 1). I fa  ~ 0, the quasi- 
homogeneous truncation will have a particular asymptotic solution 

+ + / t n+i+t, x+(t)  = t -Gx'~,  or xi ( t )  = Xol i = 1 . . . . .  n 

where 
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X+ =(_l)n+i_ 1 ( 2 n - l ) ! ( n + i - 2 ) !  
0i a((n_ 1)!)2 , i=1  ..... n 

whence it follows that the full system has a particular asymptotic solution x(t) ~ 0 as t ---> + ~. 
Similarly, one can prove the existence of a particular asymptotic solution of (6.1) such that x(t) ~ 0 

as t ---> --**, implying instability. 
Suppose that there is an additional degeneracy in system (6.1) (a = 0). We will confine our attention 

to the case n I> 3. 
Rewrite system (6.1) as follows: 

x i = x~+ 1 + .... i -- 1 ..... n -  2; x~_ I = xn + bx~+ .... x~ = 2CXlX2+... (6.2) 

Again, the dots stand for the non-linear terms, from which the monomial b ~  has been singled out 
in the penultimate equation and the monomia1-2crrr 2 in the last equation. The system thus obtained 
is quasi-homogeneous with the diagonal matrix G -- diag(n - 1, n , . . . ,  2n - 2). If b + c ~ 0, then 
system (6.2) has a particular asymptotic solution of the form 

x+(t)=t-Gx~, or x ~ ( t ) = x ~ i l t  n+i-2, i = l  . . . . .  n 

I 1 x+ __(_l)n+ i ( 2 n - 3 ) ! ( n + i - 3 ) !  i--1 . . . . .  n - l ,  x ÷ (2n-3)!  
oi (b + c)(n - 2)! 2 ' o, = c ,  (b ~ -  2)[ J 

It can be showa that the full system is positively semiquasi-homogeneous, and so system (6.2) has 
an asymptotic solution such that x(t) ---> 0 as t ---> +o.. One can also prove the existence of a solution 
that tends to x = 0 as t ---> --~,  which guarantees instability. 

Generally speaking, in order to prove the existence of asymptotic solutions of system (6.1) as 
t --> +.o and t ---> --*% it should be sufficient to use Lemma 2. By virtue of certain symmetry properties 
of the right-hand side of the system, any non-critical value of the Gaussian mapping (3.5) has double 
pre-images, and therefore the degree of the mapping is even. 

7. E X A M P L E :  A S Y M P T O T I C  T R A J E C T O R I E S  OF G E N E R A L  SYSTEMS 
OF D I F F E R E N T I A L  E Q U A T I O N S  W I T H  1:1 F R E Q U E N C Y  R E S O N A N C E  

AND N O N - S I M P L E  E L E M E N T A R Y  D I V I S O R S  

We will consider this problem to illustrate Lemma 2. The stability of such systems was studied in [6]. 
The model system is [6] 

xi = X2' Yi = Y2 

x2 = (ax I - by I )(x21 + y2 t ), Y'2 = (bxl + ayl )(x~ + y2)  (7.1) 

It is obvious that this system is quasi-homogeneous with the matrix G = diag(1, 2, 2, 2), which 
commutes with the diagonalizable part, D, say, of the matrix of the linear approximation. Hence the 
full system is semiquasi-homogeneous relative to the structures generated by the family of matrices G8 
= G + 5D. It can be verified that system (7.1) does not have real particular solutions that are quasi- 
homogeneous rays. 

We will seek particular solutions of the system that are "twisted" rays. Since the equations of the 
model system are invertible, the conditions for such solutions to exist are the same for ~/= + 1 as for 
~, = -1; the index y will therefore be omitted. 

Thus 

x,  = t-~'(xos c o s t p -  yo sintp), y.~ = t-"(xo s intp+ yos costp) 

s = l , 2 ;  t p = S l n t  

Then the system of algebraic equations (3.2) has a one-parameter family of solutions 

Xot =pcosO, Yo~ =psinO; 
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x02 = p(~Ssin0- cos0), Y4~ = -p (Scos0+  sin0) 

where 0 is the parameter and 5, p > 0 satisfy the system of equations 

ap2 + ~2_ 2 = 0, 3 ~ -  bp 2 = 0 

In complex form the conditions for this system to be solvable are c # - I c I (c = a + ib), i.e. precisely 
the instability conditions found in [6]. 

If these conditions are satisfied, the initial full system of differential equations has particular solutions 
that tend to the equilibrium position both as t ---> +0- and as t ---> --~. 

8. E X A M P L E :  C O L L I S I O N  T R A J E C T O R I E S  IN HILL 'S  P R O B L E M  

Up to this point we have considered only positively semiquasi-homogeneous systems. The equations 
of Hill's problem are interesting because they may be treated as a negatively quasi-homogeneous system. 

Consider a Hamiltonian system of equations with Hamiltonian 

H = 1//2 (p2 + p2 ) + PxY - pyX - x 2 + }/2 y2 _ (x 2 + y2 )-Y2 (8.1) 

These equations describe the plane motion of a satellite of low mass, such as the Moon, in the field 
of attraction of two bodies, one of low mass compared with that of the other, such as the Earth and 
the Sun. A detailed formulation of the problem may be found in [15]. The equations with Hamiltonian 
(8.1) also describe, to within a certain approximation, the relative motion of two satellites of  a massive 
attracting body along nearby orbits [16]. 

Introducing a new auxiliary variable s = (x 2 + y2)-1/2, we obtain a polynomial system of equations of 
order five 

P'~ = Py + 2 x  - xs  3, 

P'y = - P x  - Y - Y s3, 

S. = _xpxs3 _ ypyS3 

x" = p x + y  

y" = p y - x  (8.2) 

Introducing a quasi-homogeneous scale for the phase variables, Px ~ IxgP~ox, x ~ Ixe"x, py ~ Ixg~py, 
y ~-> IxgYy, s ~ Ixg~s, t ~ Ix-it, let us determine the possible truncations. 

If we take 

gp, gp, gs=  

the system of equations (8.2) takes a form from which it follows that it is negatively semiquasi- 
homogeneous relative to the "scale" introduced above. Setting Ix = oo, we obtain a truncated quasi- 
homogeneous system which has a particular solution 

Px = Pxo t2~, x = xo t ~ ,  Py = prot - ~ ,  y = yo t ~ ,  S = So t - ~  (8.3) 

where 

Pxo~-+-2Z3SO I, X0 re'l-Sol, Pyo-~'F2~3$O I, Yo=++-So 1, s0 =(2~) IA (8.4) 

In accordance with Theorem 1, the system of equations with Hamiltonian (8.1) has a particular solution 
with the asymptotic expansion (summation from k = 0 to k = **) 

p x ( t )  = t ~ , p x k t  ~ ,  x ( t )  = t ~ , x k t  ~ 

But if we take 

p v(t) = t - ~ , p y k t ~ ,  y ( t )  = t ~ , y k t  ~ 

(8.5) 
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gp. g. g,. = - g .  g, 

then system (8.2) with I~ = ,o becomes a truncated system that has a particular solution of type (8.3) 
with x and y interchanged, where Px0, x0, So are the same as in (8.4) but Py0, Y0 are given the opposite 
sign. 

Consequently, the initial system of equations has a particular solution with an asymptotic expansion 
analogous to (8.5), the first terms of  which were described above. 

One  prerequisite for using the algorithm of Section 4 to construct formal asymptotic series (4.1), in 
its general form, is that the coefficients of expansion (8.5) are polynomials in In t. Simple, though tedious, 
calculations show that the coefficients p~ ,  x,, Pyk, Yk are constants. 

The trajectories of  Hill 's problem corresponding to particular solutions with asymptotic expansions 
(8.5) are called o~llision trajectories. Along such trajectories, the smaller of the attracting bodies and 
the satellite (Earth and Moon) will collide within a finite t ime (relative to the selected origin as t -> 
0). The algorithm of Section 4 yields a recurrent procedure to determine the coefficients of  the 
expansions and, consequently, a constructive technique to obtain collision trajectories in "real time". 
Previous treatments of collisions in Hill's problem used regularizing changes of  variables, as introduced 
by Birkhoff [17], which lead to Hamiltonian systems which depend on the energy constant as a parameter.  
In that context the true motions may occur only at the zero energy level of  the new system, which is, 
of  course, not very convenient for investigation. 

9. B I B L I O G R A P H I C A L  C O M M E N T S  

Strange though it may seem, the earliest published work on particular solutions of systems of differential equations 
with non-exponential asymptotic expansions appeared long before Lyapunov's The GeneralProblem of  the Stability 
o f  Motion, which constructs a theory of solutions with exponential asymptotic expansions. We are referring primarily 
to the work of Bric~t and Bouquet [18]. Using the technique of [18], Kamenkov proved a stability theorem [19] 
based on an idea not unlike that of our Theorem 1. Kamenkov's result differs from ours in the following respects: 
first, all his truncated systems are homogeneous; second, he did not construct solutions of a system of type (1.1) 
as series (4.1) in the time variable, but certain invariant curves that approach the position of equilibrium, as series 
similar to (4.1) but iza a certain auxiliary variable xl; third, as Kamenkov was interested only in stability problems, 
his technique is not suitable for constructing solutions that admit ordinary power-type asymptotic series as t --> 0. 
Unfortunately, Kamenkov's theorem remained largely unknown, and it was therefore proved anew, with minimal 
changes, in [20], wilhout reference to Kamenkov [19]. Another result of [20] was an analogue of Theorem 2 for 
homogeneous truncations. One of the first publications in which it was pointed out that homogeneous truncations 
do not always determine the behaviour pattern of the trajectories in the neighbourhood of a singular point was 
[21]. In that paper it was proposed that quasi-homogeneous systems could be employed as truncated systems, with 
Newton polygons used to single out such systems. A method for the constructive determination of solutions of the 
truncated systems as quasi-homogeneous rays was also indicated in [21]. However, the problem of completing these 
solutions to solutions of the full system was not discussed either in [21] or in later research in that direction. The 
approach based on defining truncations using flows of Fuchsian systems is apparently new. 
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